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Trait variation and covariation are understood to influence the response of populations to natural selection on generational time

scales, but their role, if any, in shaping long-term macroevolutionary divergence is still unclear. The present study uses the rich

fossil record of the ostracode genus Poseidonamicus to reconstruct in great detail the evolutionary history of a set of landmark-

based morphometric characters. This reconstruction included two kinds of evolutionary inferences: ancestor–descendant transitions

among populations repeatedly sampled at the same location and divergence between lineages measured as independent contrasts

on a phylogeny. This reconstructed history was then used to test if evolutionary changes were concentrated in directions (traits or

combinations of traits) with high phenotypic variance. Two different statistics of association between evolution and variation tested

the null hypothesis that evolutionary changes occur in random directions with respect to trait variability. The first of these measured

the similarity between the directions of evolutionary change and the axis of maximum variance, and the second measured the

degree to which evolutionary changes were concentrated in directions of high phenotypic variation. Randomization tests indicated

that both kinds of evolutionary inferences (ancestor–descendant and phylogenetic contrasts) occurred preferentially in directions

of high phenotypic variance (and close to the axis of maximal variation), suggesting that within-population variation can structure

long-term divergence. This effect decayed after a few million years, but at least for one metric, never disappeared completely.

These results are consistent with Schluter’s genetic constraints model in which evolutionary trajectories on adaptive landscapes

are deflected by variation within and covariation among traits.
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Biologists have long known that variation is the raw material of

evolution. On generational time scales, quantitative genetic ap-

proaches have successfully incorporated variation within, and co-

variation among traits into predictive models of evolution (Conner

and Via 1992; Grant and Grant 1995; Falconer and Mackay 1996;

Via and Shaw 1996). Despite considerable interest in the problem,

the influence of variation patterns on evolutionary divergence over

longer, macroevolutionary time scales is still actively debated.

Although the absence of heritable variation precludes evolu-

tion over all temporal scales, whether abundant within-population

variation actually facilitates long-term evolutionary divergence is

less clear. This issue has arisen in a number of different contexts

over the past half century of evolutionary inquiry. Empirical stud-

ies testing the link between trait variability and evolutionary labil-

ity date back to Simpson (1953), who compared rates of evolution

in fossil taxa that differed in overall phenotypic variability. Other

workers followed with similar studies over several decades (Bader

1955; Guthrie 1965; Kluge and Kerfoot 1973; Kelley 1983). Al-

though some studies found a tendency for traits that are highly vari-

able within populations to also differ most between populations
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(e.g., Guthrie 1965; Kluge and Kerfoot 1973; Sokal 1976; Rohlf

et al. 1983 and references therein), Rohlf and colleagues (1983)

cautioned that this result may be a statistical artifact of analyzing

imprecise and heterogeneous datasets.

Fully multivariate and process-based approaches to this prob-

lem were made possible by the development of a mathematical

framework for phenotypic evolution on a multivariate adaptive

landscape (Lande 1979). In this framework, a population evolves

according to the equation z = G�, where z is the vector of evo-

lutionary response across a generation, G is the additive genetic

variance–covariance matrix, and � is the vector of selection gra-

dients. Natural selection pushes a population directly up adaptive

hills, but this push is deflected by genetic constraints embodied

by the G matrix. One important result from this model is the pre-

diction that under most conditions, a population evolving in the

vicinity of an adaptive peak will reach the optimum (Lande 1979;

Via and Lande 1985). Trait variances and covariances can deflect

the initial response of a population toward directions of higher ge-

netic variance, but eventually the population will evolve directly

uphill and come to rest on the optimum. Thus, although patterns

of genetic variance and covariance are important over the short

term, the net evolutionary change in a population is determined

only by the position of the selective peak (Zeng 1988). Variation

patterns may have a more lasting influence if variance is lacking

in any morphological direction (Barton and Turelli 1989), some or

all traits are selectively neutral (Lande 1979; Bürger 1986; Wag-

ner 1988; Price and Langen 1992), or if the adaptive surface has

multiple peaks (Kirkpatrick 1982; Price et al. 1993).

Even the temporary channeling by genetic constraints as a

population climbs an adaptive peak has the potential to endure for

geologically significant periods of time. The predicted duration

of genetic constraints in this scenario depends on factors, such

as the shape and temporal constancy of the fitness surface, that

are never completely known for natural populations. Schluter

(1996) was the first to suggest on empirical grounds that the

effects of genetic constraints may in fact be long-lasting enough

to have a detectable macroevolutionary influence. In analyzing

divergence in several vertebrate taxa, he found that evolution had

occurred preferentially in morphological directions close to the

axis of maximal genetic variation (gmax). Because evolutionary

responses are channeled by genetic constraints toward gmax,

Schluter’s (1996) dubbed this axis a line of “least evolutionary

resistance.” This effect was temporary, lasting a few million

years, but persistent enough to leave a detectable imprint on

diversification within clades (Schluter 1996, 2000).

Other empirical studies followed, and by now there are sev-

eral that have found that evolution occurs preferentially close to

the direction of maximal variation (Mitchell-Olds 1996; Badyaev

and Foresman 2000; Bégin and Roff 2003, 2004; Marriog and

Cheverud 2005; Renaud et al. 2006), or more generally that a

correspondence exists between variation within populations and

divergence within species and clades (Ackermann and Cheverud

2002; Blows and Higgie 2003; Hansen et al. 2003). However,

there are other examples that show more complex relationships

between variation and divergence (Lofsvold 1988; Venable and

Búrquez 1990; Merilä and Björklund 1999; Badyaev and Hill

2000; Ackermann and Cheverud 2004; Renaud et al. 2006), and

further empirical studies of different clades and different kinds of

traits are needed to delimit the scope and magnitude of this effect.

The purpose of the present study is to test if evolutionary

changes have been concentrated in directions of high phenotypic

variance in the ostracode genus Poseidonamicus. The rich deep-

sea fossil record of this genus permits the inference of evolutionary

transitions at two scales of resolution: ancestor–descendant se-

quences within lineages, and transitions between lineages based

on a phylogenetic hypothesis. The inference of a large number of

evolutionary transitions has allowed for a detailed reconstruction

of the history of this genus, and a correspondingly powerful test of

the hypothesis that evolutionary changes should be concentrated

in directions of high morphological variance.

Materials and Methods
Testing the hypothesis that within-population variation structures

long-term evolution proceeded in five basic steps: (1) geometric

morphometric data were obtained from specimens from multi-

ple populations; (2) trait phenotypic variance–covariance matri-

ces were estimated for a subset of populations with high sam-

ple sizes; (3) evolutionary transitions between populations were

inferred, including both ancestor–descendant relationships and

contrasts between phylogenetically related populations; (4) the

concordance between evolutionary changes and patterns of phe-

notypic variation was measured using two different metrics; and

(5) the observed concordance was compared with that expected

if evolutionary changes were random with respect to phenotypic

variation.

STUDY CLADE AND SAMPLED POPULATIONS

The ostracode genus Poseidonamicus has been broadly distributed

in deep marine environments since the Eocene. This taxon has a

robustly mineralized, bivalved carapace that is abundantly pre-

served in deep-sea sediments. In addition to its rich fossil record,

Poseidonamicus is otherwise well suited for evolutionary analy-

sis: its phylogenetic relationships have been studied recently (Hunt

2007), its carapace morphology is complex with many landmarks

suitable for morphometric analysis, and it has sexes and growth

stages that can be discriminated, even in fossils.

The present study includes 915 individuals from 51 popu-

lations scattered throughout the 40-million year history of this

genus (Table 1). Most populations include individuals from a
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Table 1. Populations used in the current analysis. Species assign-

ments are from Hunt (2007), ages are in millions of years before

the present, and N indicates the number of measured individuals.

Population labels correspond to those in Figure 2.

Label Species Age N

ant-E1 dinglei 37.06 18
ant-E2 dinglei 34.11 16
din-O1 dinglei 31 10
gr1-H1 species 3 0 12
gr3-H1 species 4 0 14
gr3-H2 species 4 0 21
gr3-P1 species 4 3.21 25
gr3-P2 species 4 2.67 12
maj-H2 major 0 29
maj-P2 major 2.4 20
maj-P3 major 2.19 22
maj-Q1 major 3.33 12
maj-Q2 major 1.9 23
maj-Q3 major 1.68 20
maj-Q4 major 0.89 25
maj-Q5 major 0.14 20
min-H1 minor 0 9
min-Q1 minor 1.09 9
mio-M1 miocenicus 8.67 9
mio-M2 miocenicus 5.62 25
mio-M3 miocenicus 7.6 12
mio-P1 miocenicus 4.46 19
mio-P2 miocenicus 3.96 11
mio-P4 miocenicus 3.58 9
mio-P5 miocenicus 5.49 20
mio-PA miocenicus 5.41 10
mio-PB miocenicus 5.1 14
mio-PC miocenicus 4.76 25
mio-PD miocenicus 4.54 18
mio-PE miocenicus 4.26 17
mio-PF miocenicus 4.07 26
mio-PG miocenicus 3.85 25
pin-H1 pintoi 0 10
pin-H2 pintoi 0 11
pin-H3 pintoi 0 17
pin-Q2 pintoi 0.11 25
pin-Q3 pintoi 0.09 40
pin-Q4 pintoi 0.08 32
rio-M2 riograndensis 21.53 17
rio-M3 riograndensis 19.09 32
rio-M4a riograndensis 11.71 11
rio-M4b riograndensis 11.61 24
rio-M5 riograndensis 10.26 15
rio-M7 riograndensis 10.82 19
rio-P1 pintoi 3.96 13
rud-M2 rudis 15.7 28
rud-O1 rudis 26.9 10
spE-O1 species 2 28.06 15
spE-O2 species 2 26.13 13
spF-E1 species 1 34.33 9
spF-O1 species 1 32.09 17

single dredge or core sample; a few lump individuals from closely

spaced core samples. To standardize with respect to ontogeny,

only individuals from the last juvenile instar were analyzed. In

Poseidonamicus, instars can be recognized on the basis of size

clustering and a suite of instar-specific morphological traits (Hunt

2007). The last juvenile instar was chosen for analysis because it

is usually the most abundant in deep-sea samples and lacks the

sexual dimorphism of the adult stage (which would reduce sample

sizes by requiring separate analysis of males and females). Ostra-

codes have gradual development (Cohen and Morin 1990), and

individuals from the last juvenile instar are morphologically very

similar to adults.

Geological ages of populations were determined by plotting

the age of known biostratigraphic datums against the depth at

which they appear in the core. In the few cases in which they

were available, published age-depth models were used (Cronin

et al. 1996, 1999). For the remaining cores, new age models were

created, mostly using biostratigraphic occurrence data from the

Initial Reports of the Deep-sea Drilling Program, updated to re-

cent syntheses of Cenozoic chronostratigraphy (Berggren et al.

1995a, 1995b). Stratigraphers calibrate the absolute ages of bios-

tratigraphic events using cores with good magnetostratigraphic

control; this magnetostratigraphic framework is in turn tied to the

absolute time scale by radiometrically dated tiepoints (Berggren

et al. 1995b). Because of the practical importance of deep marine

sediments in paleoclimatic studies, the deep sea has been subjected

to extensive chronostratigraphic investigation. Consequently, age

control is usually quite good, relative to other depositional envi-

ronments. Although some cores are better constrained than others,

I estimate that population ages in the present study are typically

accurate to about 10%, which amounts to several million years

for the oldest samples, but less than one million years for the

youngest. All age models used in the present study are available

on request from the author.

MORPHOMETRIC DATA

Each specimen was digitally imaged using a scanning electron

microscope. Ten landmarks were chosen to cover the major re-

gions of the valve (Fig. 1). Eight of these landmarks were defined

by the location of homologous ridges, and two were based on

the location of identifiable pores (Table 2). Although observable

in the mineralized valves, both kinds of landmarks are closely

associated with underlying soft anatomy. The pores are perfora-

tions in the valves through which sensory setae protrude (Okada

1982b; Maddocks 1992). In addition, anatomical work on mod-

ern ostracodes with similar surface ornament to Poseidonamicus

has found that the skeletal ridges are patterned by an underly-

ing field of epidermal cells (Okada 1981, 1982a; Keyser 1995).

The ridges correspond to the junctions of these epidermal cells,

and thus each polygon in the skeletal mesh outlines a single
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Figure 1. Left valve of Poseidonamicus pintoi showing location

of 10 landmarks used in morphometric analysis. See Table 2 for

information about landmark definitions.

epidermal cell (Fig. 1). Because these features often differ between

closely related species, but have not been observed to vary system-

atically with environmental conditions, the conventional wisdom

among ostracode workers is that they are genetically determined

(e.g., Liebau 1971; Benson 1972; Maddocks 1992; Irizuki 1993),

although no breeding studies have been performed to estimate

their heritabilities quantitatively. Because the 10 landmarks are

arrayed over the whole valve, landmark positions likely reflect

overall carapace shape, in addition to more local processes that

influence the development of cells in the vicinity of each morpho-

metric landmark.

Digitizing error was assessed by reacquiring landmark data

for a subset of 10 specimens from a single population. The re-

sulting error was low, constituting on average less than 4% of

the within-population variation (Table 2). Because there were no

systematic differences between left and right valves according to

a multivariate analysis of variance (MANOVA), data from both

Table 2. Landmark definitions. Most of the landmarks in the

present study (Fig. 1) are defined as the intersection of specific

ridges that are identifiable in all analyzed species of Poseidonam-

icus. The exceptions are landmarks 6 and 10, which are based on

the position of a pore, projected to the edge of a nearby ridge,

and landmark 9, which is defined as the midpoint of the ventral

edge of a specific ridge. Error is the digitizing error, expressed as

a percentage of within-population phenotypic variance.

No. Landmark basis Error

1 Ridge intersection 6.2%
2 Ridge intersection 1.3%
3 Ridge intersection 6.4%
4 Ridge intersection 2.7%
5 Ridge intersection 4.5%
6 Pore location 6.0%
7 Ridge intersection 1.8%
8 Ridge intersection 1.8%
9 Ridge midpoint 4.4%

10 Pore location 1.9%

valves were lumped within populations after first reflecting right-

valve landmarks over the vertical axis.

All measured individuals were subjected to a generalized full

Procrustes superimposition (Rohlf and Slice 1990; Dryden and

Mardia 1998). This procedure translates, scales, and rotates all

landmark configurations such that they best fit (in a least-squares

sense) a mean form. After superimposition, all information about

specimen shape is retained in the residuals around this mean

form. Principal components analysis (PCA) was performed on

the Procrustes residuals, and the resulting PC scores were used as

shape variables.

Although Procrustes residuals are themselves shaped vari-

ables, they have two disadvantages in the study of trait variation

and covariation. First, variances and covariances among the resid-

uals depend on the orientation of the mean form after fitting, but

there is generally no basis for preferring any particular orienta-

tion. Second, the process of fitting removes four directions of

variation among the residuals, one for each parameter that is es-

timated (scale, rotation, and translation in horizontal and vertical

directions). This induced absence of variation in four multivariate

directions has the potential to confound attempts to dissect the re-

lationship between variation and evolution in a multivariate space.

PC scores have neither of these shortcomings of raw Procrustes

residuals. They are invariant to changing the orientation of the

mean form, and because the last four PC axes have no variation,

they can be safely dropped from the analysis. For 10 landmarks,

PCA yields 16 orthogonal axes of variation that span the space of

the original Procrustes residuals (Dryden and Mardia 1998).

PHENOTYPIC COVARIANCE PATTERNS

Covariance matrices of PC scores were estimated for the five pop-

ulations represented by at least 25 measured individuals (Table 3).

In addition, another eight covariance matrices were estimated by

Table 3. Estimated phenotypic covariance matrices, which were

estimated for the five populations drawn from single samples with

25 or more measured individuals (first column). In addition, eight

additional covariance matrices were estimated from pooling two

or three closely spaced samples from the same core (second col-

umn). For each, the label for the pooled covariance matrix is given

followed by the its included populations.

Single populations Pooled estimates

gr3-P1 ant-E1.2 = ant-E1, ant-E2
maj-H2 maj-P2.3 = maj-P2, maj-P3
mio-M2 maj-Q2.3 = maj-Q2, maj-Q3
rio-M3 mio-P1.2 = mio-P1, mio-P2
rud-M2 pin-Q2.3.4 = pin-Q2, pin-Q3, pin-Q4

rio-M4 a.b = rio-M4a, rio-M4b
rio-M5.7 = rio-M5, rio-M7
spE-O1.2 = spE-O1, spE-O2
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pooling the covariance matrices of two or three closely related

populations from the same deep-sea core (Table 3). A covariance

matrix that is “pooled” over multiple populations is equal to the

average of the covariance matrices computed separately, weighted

by the degrees of freedom of each matrix:

1

N − k

k∑

i=1

(ni − 1) Pi

where Pi is the phenotypic covariance matrix and ni is the sample

size associated with the ith population, and N is the total number

of individuals across all pooled populations.

When two populations share the same underlying phenotypic

covariance matrix, pooling provides the best estimate of this ma-

trix. Even when the true covariance patterns are different in the

two populations, their pooled covariance matrix provides a reason-

able estimate for the ancestral covariance structure (see Bégin and

Roff 2004). Although a complete analysis of the evolution of phe-

notypic covariance matrices in Poseidonamicus will be presented

elsewhere, for the present purposes, it is sufficient to note that (1)

none of the matrices combined into a pooled covariance matrix

(Table 3) are demonstrably unequal (i.e., their dissimilarity is no

greater than that expected from sampling error, as indicated by

simulating random samples from their pooled covariance matrix);

and (2) Mantel tests (see Renaud et al. 2006) and Common Prin-

cipal Components analysis (Flury 1988) indicate that covariance

matrices across the whole genus are generally conserved (signifi-

cantly similar, with substantial shared principal component struc-

ture), and thus are stable enough to potentially influence long-term

evolutionary divergence (Steppan et al. 2002).

INFERRING EVOLUTIONARY TRANSITIONS

Two different approaches to estimate evolutionary changes are

possible in paleontological studies. The first considers a series

of populations arrayed over time and infers ancestor–descendant

relationships between them on the basis of morphological con-

tinuity and relative stratigraphic position. The second approach

uses a phylogenetic hypothesis of relationships to infer the na-

ture of evolutionary changes. These two kinds of inference are

complementary in that they capture different types of evolution-

ary transitions. Ancestor–descendant transitions, when correctly

inferred, reflect anagenetic (within lineage) evolution. In contrast,

comparisons drawn from a phylogeny often include lineage split-

ting, in addition to phenotypic divergence within lineages. In an

effort to reconstruct evolutionary changes in as much detail as

possible, the present study analyzes phenotypic divergences from

both kinds of evolutionary transitions.

ANCESTOR–DESCENDANT TRANSITIONS

Populations sampled from the same locality over time were treated

as a single evolving lineage if there appeared to be morphologi-

cal continuity through the sequence. These preliminary judgments

were then tested against a phylogenetic analysis of the genus (Hunt

2007), with the prediction that putative ancestor–descendant pop-

ulations should be closely related to each other (generally mono-

phyletic, but conceivably paraphyletic) and that ancestors should

not be characterized by many derived features that are not present

in descendants (Smith 1994). These conditions could be met for a

total of 25 ancestor–descendant population pairs, some of which

are arrayed in series of up to 10 populations (Table 4; Fig. 2).

The amount of time elapsed between ancestor and descendant

pairs ranged from 14,000 to 7.38 million years (median = 290,000

years; Table 4).

Only sequences of populations at the same locality were con-

sidered candidate ancestor–descendant pairs. Deep-sea ostracode

species often have large geographic ranges (Coles et al. 1990), but

the genetic connectivity of widely spaced ostracode populations

is not yet known. Cytheroidean ostracodes such as Poseidonami-

cus lack a dispersal stage and cannot swim, and so it is possible

that some widespread species may contain deep phylogeographic

structure. For this reason, ancestor–descendant relationships were

Table 4. Ancestor–descendant evolutionary transitions. For each

ancestor–descendant pair, the reference phenotypic covariance

matrix (Pref, Table 3) and elapsed time between ancestor and de-

scendant (∆t, in million years) are given.

Ancestor Descendant Pref �t

ant-E1 ant-E2 ant-E1.2 2.95
pin-Q2 pin-Q3 pin-Q2.3.4 0.03
pin-Q3 pin-Q4 pin-Q2.3.4 0.01
maj-P2 maj-P3 maj-P2.3 0.21
maj-P3 maj-Q2 maj-P2.3 0.29
maj-Q2 maj-Q3 maj-Q2.3 0.22
maj-Q4 maj-Q5 maj-P2.3 0.75
rio-M2 rio-M3 rio-M3 2.44
rio-M3 rio-M4a rio-M3 7.38
rio-M4a rio-M4b rio-M4a.b 0.10
rio-M4b rio-M7 rio-M4a.b 0.82
rio-M7 rio-M5 rio-M5.7 0.56
mio-M1 mio-M3 mio-M2 1.07
mio-M3 mio-P5 mio-M2 2.11
mio-M2 mio-PA mio-P1.2 0.21
mio-PA mio-PB mio-P1.2 0.31
mio-PB mio-PC mio-P1.2 0.34
mio-PC mio-PD mio-P1.2 0.22
mio-PD mio-P1 mio-P1.2 0.08
mio-P1 mio-PE mio-P1.2 0.20
mio-PE mio-PF mio-P1.2 0.20
mio-PF mio-P2 mio-P1.2 0.11
mio-P2 mio-PG mio-P1.2 0.11
spE-O1 spE-O2 spE-O1.2 1.93
spF-E1 spF-O1 spE-O1.2 2.24
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Figure 2. Phylogenetic hypothesis for the genus Poseidonamicus, with populations plotted according to their stratigraphic age. Popu-

lation labels correspond to Table 1; population labels for ancestor–descendant sequences (Table 4) are listed consecutively with prefixes

omitted after the first population. Internal nodes are numbered starting from the root and correspond to the phylogenetic contrasts in

Table 5. Bold typeface indicates populations for which phenotypic covariance matrices were estimated (Table 3).

only inferred where the inference was strongest: for repeated sam-

ples at the same location on the ocean floor.

The vector of evolutionary change for ancestor–descendant

pairs (zAD) is computed as xD–xA, where xD and xA are vectors

representing the multivariate phenotypic means of the descendant

and ancestral populations, respectively.

PHYLOGENETIC TRANSITIONS

Inferring evolutionary transitions among phylogenetically related

populations requires a hypothesis of relationships and adoption of

an algorithm to infer changes on a tree with unsampled ancestors.

Phylogenetic relationships among populations of Poseidonamicus

were taken from a recent parsimony analysis of 42 morphological

characters (Hunt 2007). This study drew on all aspects of the skele-

tal morphology of this genus, including the presence/absence and

location of homologous pores, and details of carapace shape and

ornament. None of the phylogenetic characters corresponds di-

rectly to the 10 digitized landmarks, although a few (∼5) charac-

terize morphological variation in the vicinity of the landmarks and

could be indirectly related to the morphometric variables. Never-

theless, because only a few characters are potentially involved,

the influence of the morphometric variables on the phylogenetic

topology is likely to be small.

The major features of this phylogenetic hypothesis are well

supported by character data, with most of the deeper divisions

in the tree supported by one or more unambiguous synapomor-

phies (Hunt 2007). The inferred phylogeny receives some inde-

pendent corroboration in that the branching sequence of resolved

nodes generally agrees with the order of appearance of species

and clades in the fossil record; more basal taxa appear before later

differentiating clades (Hunt 2007). Although many nodes are well

supported, some relationships, especially near the tips of the tree,

are unresolved or have only limited support. Because this phy-

logenetic study was performed with populations (not species) as

the operational units, it included multiple terminal taxa from the

same Linnaean species. As a result, some of the lack of resolution

near the tips of the tree likely reflects intraspecific geographi-

cal and temporal variation, which is not necessarily resolvable by

phylogenetic methods.

For the purpose of analysis, phylogenetic uncertainties were

resolved using stratigraphic information. Polytomies were trans-

formed into pectinate clades with geologically older populations

basal to geologically younger populations. Although there has

been contentious debate as to the appropriateness of temporal

data for phylogenetic inference (see, e.g., Smith 2000; Alroy

2002; Fisher et al. 2002; Smith 2002; Wagner 2002), the role

of stratigraphic information here is limited only to relationships

not resolved by character data, which is a fairly uncontroversial

practice. For populations that are truly part of the same evolving

lineage, which is likely true for many of the unresolved nodes
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near the tips of the tree, resolving by geological age is particu-

larly reasonable. Regardless, it is likely that the general findings

of this study are robust to minor inaccuracies in the phylogenetic

hypothesis. Phylogenetic analysis is often an iterative process,

and I have performed similar analyses on two different previous

phylogenetic hypotheses generated by somewhat different sets

of cladistic characters. These topologies were similar in general

structure to that used in the present study, but differed in some

details, especially toward the tree tips. Despite these differences,

analyses using these previous phylogenetic hypotheses produced

results not substantially different from those presented here.

In addition to topology, most methods for inferring evolu-

tionary changes on a tree require information on divergence times

in the form of branch length estimates. Because most of the popu-

lations in the present study are extinct, the usual branch lengths of

genetic distance cannot be obtained. Instead, the branch lengths

were calibrated on the basis of the geologic age of the terminal

taxa. To fully compute branch lengths, it is necessary to assign

ages to internal nodes as well as terminal taxa, but there is some

ambiguity as to how internal nodes are best dated. The minimum

age of a node is simply the age of its oldest included terminal

taxon, but such minimum ages are underestimates because it is

extraordinarily unlikely that the oldest sampled terminal taxon in

a clade is actually that clade’s founding population. It is difficult,

however, to place an upper bound on node ages because all nodes

may be pushed backwards in time indefinitely. One could use

sampling considerations to extend observed ages backwards in

time similar to the computation of confidence intervals on strati-

graphic ranges (e.g., Strauss and Sadler 1989; Marshall 1990;

Solow 2003), but the terminal taxa are populations, not species,

and therefore do not have any stratigraphic range. In addition, the

taxon sampling in the present study is highly nonrandom in time

and space, which complicates approaches that rely on simplified

models of fossil preservation and recovery. Because of these dif-

ficulties, a crude but simple alternative was used: each branch of

the tree was constrained to be at least 0.5 million years long. Es-

sentially, this procedure assumes that each clade in the tree exists

for at least 0.5 million years before it is sampled. The value of 0.5

million years is of course arbitrary, but the results are not sensitive

to the magnitude of branch length extension; all reasonable values

tested, from as little as 0.1 million years to as much as 10 million

years, yielded qualitatively the same results. If branch lengths are

not extended, zero length branches result between terminal taxa

and many internal nodes. When this occurs, reconstructed an-

cestral states of internal nodes become identical to terminal taxa

to which they are connected by zero-length branches, effectively

forcing geologically old populations to be ancestors, even when

character data are inconsistent with this interpretation.

Evolutionary transitions were calculated on the basis of a

phylogenetic hypothesis of 26 terminal populations (Fig. 2). Evo-

Table 5. Phylogenetic contrasts. Terminal taxa are indicated by

their label (Table 1), and internal nodes are numbered starting at

the root of the tree (Fig. 2). For each contrast, the reference covari-

ance matrix (Pref, Table 3) and divergence time between tips (∆t,

measured as the sum of the intervening branch lengths in million

years) are given. Because the minimum length for each branch was

constrained to be 0.5 million years (see text), the minimum branch

length separating a phylogenetic comparison is 1.0 years.

Node tip 1 tip 2 Pref �t

1 2 3 rud-M2 18.83
2 rud-O1 rud-M2 rud-M2 11.71
3 4 5 ant-E1.2 3.04
4 ant-E1 din-O1 ant-E1.2 6.69
5 6 spF-E1 spE-O1.2 6.96
6 7 spE-O1 spE-O1.2 4.50
7 8 13 spE-O1.2 13.69
8 9 min-Q1 maj-P2.3 21.79
9 10 maj-Q1 maj-P2.3 1.43

10 11 maj-P2 maj-P2.3 2.01
11 12 maj-Q4 maj-P2.3 1.40
12 min-H1 maj-H2 maj-H2 1.00
13 14 gr1-H1 spE-O1.2 22.05
14 15 23 rio-M3 18.83
15 16 18 rio-M3 13.36
16 17 mio-M1 mio-M2 3.56
17 mio-M2 mio-P4 mio-M2 2.54
18 19 rio-M2 rio-M3 18.07
19 20 rio-P1 rio-M3 4.35
20 21 pin-Q2 pin-Q2.3.4 1.00
21 22 pin-H3 pin-Q2.3.4 1.00
22 pin-H1 pin-H2 pin-Q2.3.4 1.00
23 24 25 gr3-P1 3.71
24 gr3-P1 gr3-P2 gr3-P1 1.04
25 gr3-H1 gr3-H2 gr3-P1 1.00

lutionary divergence among these populations was decomposed

into 25 phylogenetically independent contrasts (Felsenstein 1985)

(Table 5). Each contrast represents an evolutionary transition

(zphylo) between two nodes (terminal or internal) on the phylo-

genetic tree (Fig. 2). Only the oldest population in each ancestor–

descendant sequence was included among the contrasts (Table 5)

so that each lineage segment in the phylogeny would be included

exactly once as an ancestor–descendant transition or as part of a

phylogenetic contrast, but not both.

CONCORDANCE BETWEEN EVOLUTION

AND PHENOTYPIC VARIATION

Given phenotypic covariance patterns and a set of evolutionary

changes, the goal is to test whether the latter bear any relation-

ship to the former. Because phenotypic covariance patterns are

conserved but not constant across Poseidonamicus, it is necessary

to determine for each evolutionary transition which covariance
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matrix to use as a reference. Ideally, one would compare evolution-

ary changes to the ancestral covariance matrix of each transition.

This is not practical, however, because sample size limitations in

many terminal taxa and because most ancestors are unsampled. As

a consequence, each evolutionary transition (zAD and zphylo) was

compared with the reference covariance matrix (Table 3) phylo-

genetically closest to that transition. If more than one covariance

matrix was equally related, analyses were repeated using the al-

ternative reference covariance matrix, but results never differed

appreciably between alternative reference covariance matrices.

TEST STATISTICS

Two different test statistics were used to measure the association

between evolutionary changes and covariance patterns. The first

follows Schluter (1996), who measured the angle (�) between the

axis of maximal additive genetic variance (gmax) and the observed

evolution vector z (Fig. 3). This metric will often correlate with

the amount of variation in the direction of evolutionary change;

generally speaking, the smaller the angle, the higher the variance

in the direction of the transition. In addition, gmax is particularly

important in deflecting a population’s response to selection as it

climbs an adaptive peak (Schluter 1996, 2000), especially when

the axis of maximum variation accounts for a large proportion

p
max

ancestor

descendant

z

trait 1

tr
ai

t 2

b

Figure 3. Schematic showing the measurement of an evolution-

ary change and its correspondence to within-population variation.

Ancestor and descendant populations are represented as grey el-

lipses. Mean morphology is indicated by the location of the el-

lipses, and variation patterns are represented by the shape and

orientation of the ellipse (for bivariate normal distributions, el-

lipses represent lines of equal probability density). Ancestor and

descendant populations differ by a vector of evolutionary change

(z), which forms an angle (�) with the axis of maximum pheno-

typic variance (pmax). The amount of variance in the direction of

evolution (vproj) is proportional to the square of the length of z

that is inside the covariance ellipse (b).

of total variance. Because the current study considered pheno-

typic, rather than additive genetic variation, the axis of maximum

variation is referred to as pmax, and was computed as the leading

eigenvector of the reference phenotypic covariance matrix. The

angle (�) between pmax and a vector of evolutionary divergence z
was calculated as the arccosine of the inner product of pmax and

z after both were scaled to unit length.

Although adopted in several subsequent studies, comparing

evolutionary divergence to the line of maximum variation has been

criticized for placing undue emphasis on just one axis (Blows and

Higgie 2003). The channeling effects of the G matrix are not

limited to gmax, and measuring � ignores what maybe important

effects operating in other dimensions. This is especially true when,

as in the present study, the axis of maximal variation is not par-

ticularly dominant; pmax accounts for 27% of within-population

variation on average (range: 22%–34%). As a result, a second

test statistic was designed to more directly measure the correla-

tion between evolutionary changes and phenotypic variance. This

statistic measures the amount of variance present in an observed

direction of evolution by projecting the data points onto the axis

defined by the axis of net evolutionary divergence (z), and then

calculating the variance of these projections (Fig. 3). This quan-

tity may be called the “projected variance” and is calculated as

vproj = zTPz, where P is the reference covariance matrix, z is the

evolution vector (zAD or zphylo) scaled to unit length, and a super-

script “T” indicates transpose. For convenience, the value of vproj

was normalized to be a proportion of the total variance of all traits

in the population. This normalization facilitates interpretation of

vproj, but has no substantial effects on the analysis because total

variance does not differ much among populations.

NULL DISTRIBUTION OF TEST STATISTICS

The null distribution of each statistic was generated by simulating

the behavior of these metrics when evolutionary changes occur

in random directions. In this scenario, the null distribution of the

angle between pmax and z is simply the expected distribution of

the angle between two randomly chosen vectors (or between one

random vector and a fixed reference direction). This null distri-

bution was generated by computing the angle between 10,000

pairs of random vectors using the algorithm of Knuth (1969) for

drawing vectors equally from all possible directions. Note that the

broken stick distribution, which has been used previously for this

purpose (e.g., Schluter 1996; Marriog and Cheverud 2005), does

not generate a distribution of truly random directions. Instead,

it disproportionately favors angles close to the coordinate axes,

although the effect is not very large (see Appendix).

The null distribution of vproj is somewhat more complicated

to generate because it depends on the shape of the reference covari-

ance matrix. If the covariance matrix is spherical with equal vari-

ance in all directions, the null distribution of vproj will be uniform.
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In contrast, if most of the population variation is dominated by a

few axes, the distribution of vproj will be very skewed, with most

morphological directions having relatively little variance and a

few with much higher variance. As a result of this dependence, it

is necessary to generate the null distribution of vproj with respect

to a specific set of reference covariance matrices.

The null distribution of vproj was generated by slightly al-

tering the procedure for estimating vproj in the observed set of

evolutionary transitions. Instead of calculating the variance in the

reference covariance matrix in the observed direction of evolu-

tion (z), the variance was calculated in randomly chosen direc-

tions. For a set of K evolutionary transitions, this produces K

variances in randomly chosen directions. This procedure was re-

peated 10,000 times to create separate null distributions for the

two types of evolutionary transitions (zAD and zphylo). Observed

distributions of vproj and � were compared with their respective

null distributions using Wilcoxon signed rank tests for differences

in median and Kolmogorov-Smirnov tests for differences in distri-

bution shape.

PATTERNS IN THE ORIGINAL LANDMARK SPACE

In addition to this hypothesis testing procedure performed with

the PCA-transformed Procrustes coordinates, it was heuristically

useful to examine the patterns of variation and evolution with

respect to the original landmarks. Specifically, the variability of

each landmark within populations was compared to the typical

magnitude of evolutionary change occurring at that landmark us-

ing a Spearman rank correlation coefficient. Landmark variability

was computed as the variance of the fitted Procrustes coordinates,

summed over the horizontal and vertical directions. This landmark

variability was then averaged over all populations for which vari-

ation patterns were estimated (Table 3). Total evolutionary change

at each landmark was computed similarly, as the average of the

sum of the squared differences in the horizontal and vertical direc-

tions between ancestor and descendant (or phylogenetic contrasts)

at each landmark.

Some caution is required in interpreting these results because

statistical inference of variation patterns at specific landmarks has

only just begun to be explored (Walker 2000), and the process of

fitting can induce some variation and covariation structure into

the fitted coordinates (Adams et al. 2004). To explore this latter

possibility, a large dataset (n = 10,000) of simulated landmark

configurations was generated assuming circular Gaussian varia-

tion around the mean landmark configuration. The magnitude of

simulated variation was the same for each landmark, and set as the

average landmark variance in the empirical data. These simulated

individuals were subject to generalized Procrustes superimposi-

tion, and the covariance matrix among the resulting fitted coordi-

nates was computed. Differences between this estimated matrix

and the spherical covariance matrix that was simulated can be at-

tributed to the fitting procedure, and thus give some idea of the

nature and magnitude of the bias induced by Procrustes fitting.

All analyses were performed using code written in the R sta-

tistical programming language (R Development Core Team 2005).

Independent contrasts were calculated using the Analysis of Phy-

logenetics and Evolution package for R (Paradis et al. 2004).

Results
Evolutionary divergence in Poseidonamicus has occurred prefer-

entially in morphological directions with relatively abundant phe-

notypic variation. This trend holds for both kinds of evolutionary

transitions (ancestor–descendant and phylogenetic contrasts), and

for both means of measuring the concordance between evolution

and phenotypic variation patterns (� and vproj).

Transitions are disproportionately concentrated in trajecto-

ries that are close to the axis of maximal phenotypic variation,

pmax, relative to the expectation of randomly directed divergences

(Table 6; Fig. 4). Similarly, evolutionary differences have occurred

preferentially in multivariate directions of high phenotypic vari-

ance (Table 6; Fig. 5). Moreover, the two kinds of evolutionary

transitions are similar in the degree to which directions of high

variance are favored; the distributions of � and vproj do not dif-

fer significantly between ancestor–descendant and phylogenetic

changes (�: D = 0.32, P = 0.16; vproj: D = 0.32, P = 0.16). As

expected, the two metrics are not independent; evolutionary direc-

tions with high variance also tend to have small angles with pmax,

although the correlation is stronger for ancestor–descendant (rs =
–0.91, P = 2 × 10−6) than phylogenetic transitions (rs = –0.51,

P = 0.01).

Table 6. Differences between the observed and null distributions

for testing for concordance between evolutionary divergence and

variation structure within populations. Metrics include the angle

between the vector of evolutionary change and pmax (�), and the

variance in the observed direction of evolution (vproj). Statistical

tests compare the observed distribution of the test statistic to the

null generated by simulation (see text). Wilcoxon tests evaluate

the null hypothesis of equal medians, and Kolmogorov–Smirnov

(KS) tests evaluate the null hypothesis that the observed and null

metrics were drawn from the same continuous distribution.

Transition type Metric Test Result

Ancestor– � Wilcoxon V=63, P=0.006
descendant � KS D=0.43, P=0.0002

vproj Wilcoxon V=281, P=0.0008
vproj KS D=0.46, P=5.9×10−5

Phylogenetic � Wilcoxon V=87, P=0.042
contrasts � KS D=0.29, P=0.028

vproj Wilcoxon V=307, P=1.5×10−5

vproj KS D=0.49, P=1.5×10−5
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Figure 4. Angle between the direction of evolutionary change

and the axis of maximum phenotypic variation. Histograms show

observed values for ancestor–descendant transitions (A) and phy-

logenetic contrasts (B). Solid line shows the null distribution ex-

pected if evolutionary changes are random with respect to pmax;

in this high-dimensional space, most randomly chosen vectors are

distant (nearly orthogonal) to pmax. Both empirical distributions

have a significant excess of evolutionary changes in directions

close to pmax.

The correspondence between trait variation and evolutionary

divergence diminishes over time. Nearly all evolutionary transi-

tions that are very close to the pmax axis span relatively brief inter-

vals of time (< 2 million years), and evolutionary transitions that

span longer intervals are approximately centered around the ran-

dom expectation for � (Fig. 6). A similar decay is seen in the metric

vproj, in which most evolutionary changes in directions of highest

variability span a few million years or less (Fig. 6). However, un-

like �, the influence of vproj never completely disappears—even

evolutionary divergences over the longest intervals do not scatter

around the random expectation. Of the 22 evolutionary transitions

that span more than two million years, all but two occur in direc-

tions with more phenotypic variance than the median of the null

distribution (Fig. 6). Thus, although evolutionary changes in Po-

seidonamicus have frequently occurred in directions distant from

pmax, they have seldom occurred in morphological directions of

very low variation.

In addition to their disproportionate frequency, evolutionary

changes are generally faster in directions that are close to pmax

and have ample phenotypic variance (Table 7). Here the pace of

change is measured as the sum of the squared differences for each

variable, divided by time (Marriog and Cheverud 2005). This trend

is in the same direction for both kinds of evolutionary transitions,

but is only significant for phylogenetic contrasts (Table 7).

The positive relationship between phenotypic variation and

propensity for evolutionary divergence also exists in the origi-

Figure 5. Variance in the direction of evolutionary changes. His-

tograms show observed values for ancestor–descendant transi-

tions (A) and phylogenetic contrasts (B). Solid line shows the null

distribution expected if evolutionary changes are random with re-

spect to within-population variation. Both empirical distributions

have an excess of changes in directions of high variance and a

deficiency of changes in directions of low variance.

nal space of the fitted landmark coordinates. Landmarks differed

markedly in their variability, with a greater than twofold range

from the least to the most variable landmarks (Fig. 7). It is im-

portant to note that those landmarks that varied more within pop-

ulations also experienced larger evolutionary changes between

populations (Fig. 7). Again, this pattern held for both ancestor–

descendant transitions (rs = 0.75, P = 0.009) and phylogenetic

contrasts (rs = 0.59, P = 0.04).

These correlations are probably best viewed as heuristic be-

cause, unlike the PCA axes, landmark variances do not take into

account correlations within and among landmark residuals. More-

over, it is necessary to make sure that the observed covariance

structure is not an artifact of the fitting process (Adams et al.

2004). Simulation of isotropic error around each landmark does

indeed show some spurious covariance structure: even when all

landmarks are equally variable, fitted coordinates from landmarks

located farther away from the center of form are estimated to be

less variable than more central landmarks (Fig. 8). This pattern

is likely produced because the same rotational deviation causes

greater misfit the more distant the landmark, and so more pe-

ripheral landmarks have greater influence in the fitting process.

Nevertheless, the effect is not large—the most distant landmark

is on average only 35% more variable than the most central. Even

more important, the bias is the opposite of the empirical pattern,

which finds that peripheral landmarks (such as #2 and #10) are the

most variable and many central landmarks (such as #4, #5, and #8)
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Figure 6. Relationship between elapsed time and the propensity for evolutionary changes to be in directions close to pmax (A) or in

directions of high phenotypic variance (B). Open circles are ancestor–descendant transitions, filled circles are phylogenetic contrasts.

Dotted lines indicate the median of the null distribution for each metric.

are the least variable. Thus, although the Procrustes fitting does

induce some covariance structure, the effect is small, and in this

dataset, overwhelmed by opposing biological variability.

Discussion
Evolution in the measured features of Poseidonamicus has prefer-

entially occurred in directions of high phenotypic variance. Thus,

at least for this clade and these traits, patterns of trait variation

and covariation leave a detectable imprint on evolutionary diver-

gence over geological time scales. That this trend is potentially

applicable to all sets of traits that vary on the same scale makes it

an unusually general macroevolutionary hypothesis.

EVOLUTIONARY MECHANISMS

Several aspects of phenotypic divergence in Poseidonamicus are

consistent with Schluter’s (1996; 2000) genetic constraints model.

First, evolutionary changes have disproportionately occurred in

phenotypic directions that are both highly variable and close to

the axis of maximal variation. Second, this channeling effect de-

cays over time, reducing to a lesser (vproj) or negligible (�) in-

fluence after a few million years. For a population climbing an

Table 7. The correspondence between evolutionary rate and the

direction of change. Spearman rank correlations (r s) are given be-

tween the rate of change and the degree to which changes are

in directions of high phenotypic variance (measured by � and

vproj). Rate is measured as the sum of squared differences over

all variables between ancestor and descendant or phylogenetic

contrasts.

� vproj

Ancestor–descendant rs=−0.27, P=0.20 rs=0.29, P=0.16
Phylogenetic contrasts rs=−0.45, P=0.03 rs=0.48, P=0.02

adaptive peak, genetic constraints deflect strongly at first, but de-

creasingly so until the population eventually proceeds directly up

the adaptive surface (Zeng 1988; Schluter 1996). Although a few

million years may seem rather long to ascend an adaptive peak, a

similar effect may be achieved when there are multiple peaks

in the neighborhood of a population (Schluter 1996) or when

Figure 7. Trait variation and evolutionary divergence in the fit-

ted landmark coordinates. The horizontal axis indicates for each

landmark its mean variance within populations; numbers corre-

spond to landmark labels (Fig. 1). The vertical axis shows for

each landmark its mean evolutionary divergence between pop-

ulations for ancestor–descendant transitions (A) and phylogenetic

contrasts (B). Dotted lines indicate least-squares regression; spear-

man rank correlations are significant for both kinds of evolution-

ary transitions. Note different vertical scale for phylogenetic con-

trasts, which are on average larger than the ancestor–descendant

transitions.
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Figure 8. Landmark variability as a function of the distance from

the center of form. Large open circles indicate observed mean vari-

ance of each landmark; numbers correspond to landmark labels.

Smaller filled circles show the expected variability induced by the

Procrustes fitting (see text).

a population tracks an adaptive peak that fluctuates in position

over time. In either case, genetic constraints channel the adaptive

climbs, but their long-term influence declines as more and more

peaks are climbed, assuming that the position and/or movement

of peaks are unrelated to variation patterns within the popula-

tion. This last assumption—that the direction of natural selection

is unrelated variation patterns—is an important one, and will be

considered further below. Regardless, it is interesting to note that

the temporal duration of genetic constraints in the present study

is similar to that reported by Schluter (1996). If these two studies

are a fair indication, the channeling effects of genetic constraints

typically last a few million years. The third and final aspect that

is consistent with Schluter’s model is that evolutionary changes

were generally faster in directions of high phenotypic variance,

although this relationship was not always significant. This differ-

ence in pace is consistent with inhibition of evolutionary changes

in directions with little variation and facilitation in directions with

ample variation.

Genetic constraints are not the only mechanism that can cause

variation to structure long-term evolution. A complete absence of

genetic variation in some morphological directions precludes evo-

lutionary changes in those directions, causing a commensurate

excess of change along more variable axes. Because nearly all

morphological traits artificially selected have evolved in response

(Charlesworth et al. 1982), it seems unlikely that such traits com-

monly lack genetic variance. In the only test thus far conducted

with geometric morphometric variables, Mezey and Houle (2005)

found evidence for additive genetic variance in all multivariate di-

rections in a Drosophila wing shape dataset. Even if some traits or

combinations of traits lack genetic variance in the present study,

it is unlikely that this effect accounts for the observed correlation

between variation and divergence. This effect would likely be lim-

ited to at most a few of the least variable axes, and its influence is

likely to be small. In addition, the metric �, because it is based only

on the axis of maximum variation, should be particularly insen-

sitive to a total lack of variance in the least variable dimensions.

It is possible, however, that the paucity of observed evolutionary

changes in directions of very low variance, even over very long

(> 2 Myr) durations of time is related to an absence (complete or

nearly so) of genetic variation in these directions.

Neutral genetic drift is another mechanism that causes corre-

spondence between within-population variation and evolutionary

divergence. Drift has been implicated as a potential influence in

several empirical studies of divergence (Roff et al. 1999; Mar-

riog and Cheverud 2001; Ackermann and Cheverud 2002, 2004)

and is expected to produce evolutionary divergence that is exactly

proportional to the within-population additive genetic covariance

matrix (Lande 1979; Arnold et al. 2001). Under drift, however,

the correlation between variation and divergence should not di-

minish over time as it does in the present study. It is possible that

drift may play a role in more complicated scenarios, for exam-

ple, if neutral evolution is interrupted periodically by periods of

directional selection. As intervals of selection accumulate, they

will cause increasing divergence from the drift-imposed correla-

tion between variation and evolutionary change (again assuming

that the direction of selection is random with respect to pheno-

typic variation).

Of course, genetic drift is only plausible as a mechanism to

the extent that the measured traits are likely to be selectively neu-

tral. Although there are good reasons to believe that the presence

of skeletal ridges is biomechanically and functionally important

(Benson 1975), the selective relevance of more subtle differences

in ridge structure and location is less clear. Although I am aware

of no relevant direct measurements of fitness in ostracodes, in-

direct evidence suggests that the traits measured in the present

study are not selectively neutral. Quantitative morphological traits

evolving under mutation-drift balance are expected to evolve as

a random walk with a rate parameter that is proportional to the

amount of genetic variance added by mutation each generation

(Lynch 1990). Mutation studies in modern organisms find that

under neutral drift, the expected rate of change (�) ranges from

roughly 5 × 10−5 to 5 × 10−3 (Lynch 1990). This rate parameter

can be best estimated from the most intensively sampled lineages,

P. miocenicus and P. riograndensis, with 10 and six sampled pop-

ulations, respectively (Table 4; Fig. 2). The 16 principal compo-

nent axes from these two lineages yield 32 separate rates, each

estimated using to the maximum-likelihood method developed by

Hunt (2006) for analyzing fossil sequences. (In the terminology

of Hunt (2006), � is equal to the step variance, measured per

generation, divided by the phenotypic variance.) Cold-water os-

tracodes generally live a few years (Cohen and Morin 1990), and

so I assume a generation time of five years (generation times of

one year to 10 years give the same results). Of the 32 rate estimates
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computed in this manner, every single one was lower than the neu-

tral evolution prediction (all � < 5 × 10−5). Such systematically

low rates are inconsistent with neutral genetic drift and instead im-

plicate conservative evolutionary mechanisms such as stabilizing

natural selection.

One potential alternative mechanism that may be difficult

to distinguish from genetic constraints is related to the recurring

assumption that natural selection is random with respect to within-

population variation. This assumption may be violated if, for ex-

ample, peak shifts in the adaptive landscape match patterns of

genetic variation because the latter are shaped by natural selec-

tion to mirror the selective regime experienced by populations

(Lande 1980; Cheverud 1984; Arnold et al. 2001). Arnold and

colleagues (2001) refer to this effect as evolution along lines

of least selective resistance, and these authors note that selec-

tive least resistance may be difficult to distinguish from genetic

least resistance.

This selective least resistance model may be particularly rel-

evant for suites of traits correlated with overall body size. For

these traits, body size usually accounts for a large proportion of

within-population variation, and the axis of maximal variation is

usually similar to the vector of isometric or allometric growth.

Size may dominate variation patterns because of the molding ef-

fects of natural selection (mentioned earlier), or perhaps because

size is a larger target for mutation than shape (Houle 1998). More-

over, because body size is so ecologically and functionally impor-

tant, it is very commonly a target of selection (LaBarbera 1986;

Kingsolver and Pfennig 2004). Thus, evolutionary changes may

be disproportionately close to gmax or pmax because of frequent

natural selection on body size, even if genetic constraints have

no effect whatsoever. Indeed, most published datasets that show

a macroevolutionary effect of gmax analyze traits that are corre-

lated with body size (Schluter 1996; Bégin and Roff 2003, 2004;

Marriog and Cheverud 2005). Recognizing this possibility, Mar-

riog and Cheverud (2005) note that although the structure of evo-

lutionary divergence in new world monkeys was consistent with

the effects of genetic constraints, it could also be explained nearly

as well by chronic natural selection on body size.

In this context, it may be especially interesting that the corre-

spondence between divergence and variation holds in the present

analysis of fitted landmark coordinates, which are generally un-

correlated with body size (r2 < 0.05). Without a strong influence

of body size, the model of selective least resistance is still plau-

sible but probably less likely, strengthening the case for genetic

constraints as a significant force structuring long-term phenotypic

divergence. A similar result was also reported by Renaud and col-

leagues (2006), who found evidence for genetic constraints in the

evolution of characters uncorrelated with body size (Fourier de-

scriptors of molar shape in rodents).

THE ROLE OF FOSSIL DATA

The current study, along with recent work by Renaud et al. (2006),

differs from most previous in this subject by relying heavily on

the fossil record to infer evolutionary changes. This strategy has

both advantages and limitations. On the positive side, fossil data al-

low for much more detailed reconstruction of evolutionary history

than would be possible from only extant populations. In addition

to permitting ancestor–descendant inferences, some of the sam-

pled fossil populations are geologically old and closely related to

deep nodes that would otherwise be estimated very imprecisely

by comparative methods (Cunningham et al. 1998). Of course,

these advantages are most realized in taxa such as Poseidonamicus

that have a fossil record that is relatively complete and geograph-

ically extensive.

Nevertheless, there are some concerns particular to the use

of fossil populations to study variation. First, it is possible that

fossilization may distort variation patterns of biological popula-

tions. Although compaction and shearing of sedimentary rocks

can influence variation patterns in fossils (Webster and Hughes

1999), all samples in the present study are from unlithified deep-

sea oozes that preserve fossils without distortion. Potentially more

of a concern is time-averaging, which is the inclusion in a fossil

sample of individuals of differing ages. Nearly all paleontological

samples are time-averaged to some degree (Kidwell and Behrens-

meyer 1993); sedimentation rates and stratigraphic spans of sam-

ples in the present study indicate that individual samples generally

represent several thousand years of accumulated time. Evolution-

ary changes occurring over these several thousand years have the

potential to alter patterns of trait variance and covariance. Fortu-

nately, a number of empirical studies have found that trait variation

is seldom much affected by this scale of time averaging (Bell et al.

1987; Bush et al. 2002; Hunt 2004a,b). This finding confirms other

paleontological evidence indicating that rates of evolution are gen-

erally quite slow on geological time scales (Gould and Eldredge

1977; Gingerich 1983), and, importantly for the present study,

suggests that variation structure in fossil samples approximates

standing phenotypic patterns.

A second consequence of relying on fossil samples is that

genetic parameters cannot be measured, and thus patterns of phe-

notypic variation must be used instead. This limitation holds for

any populations that cannot not be analyzed genetically, not just

those that are extinct (e.g., living populations of Poseidonami-

cus, which cannot feasibly be bred in the laboratory). Although

a strong case can be made for the evolutionary importance of

phenotypic variation in its own right (Steppan 1997; Arnold and

Phillips 1999), much of the theory linking variation to mechanis-

tic models of evolution involves the additive genetic variance–

covariance matrix. Although there are factors that can cause dif-

ferences (Willis et al. 1991), empirically there is usually moderate
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to high correspondence between genetic and phenotypic variation

patterns (Cheverud 1988; Roff 1995, 1997; Steppan et al. 2002).

Thus, it is reasonable to suggest that directions of high phenotypic

variation are often also directions of high genetic variation, espe-

cially for morphological traits (Roff 1997). In addition, although

differences between genetic and phenotypic covariance matrices

could cause one to miss a correspondence between variation and

evolutionary divergence, it is more difficult to account for positive

evidence of genetic constraints unless phenotypic patterns truly

reflect underlying genetic parameters.

CONTINUITY BETWEEN MICRO- AND

MACROEVOLUTION

Since proponents of punctuated equilibria argued that modern

microevolutionary theory offers an incomplete accounting of

macroevolution (Eldredge and Gould 1972; Gould and Eldredge

1977; Stanley 1979), there has been continued disagreement as to

the proper relationship between evolution observed at these two

scales (Charlesworth et al. 1982; Erwin 2000; Leroi 2000; Arnold

et al. 2001; Gould 2002). The fact that microevolutionary mod-

els make predictions about macroevolutionary divergence (Lande

1979; Hansen and Martins 1996; Schluter 1996), and that the

present and previous studies find support for some of these predic-

tions argue for a close connection between long-term phenotypic

evolution and standard microevolutionary processes.

A related aspect of the micro- versus macroevolution de-

bate is the distinction between changes occurring within lineages

and changes accounting for differences between lineages. Un-

der the standard punctuational view, differences between lineages

dominantly arise from geologically rapid bursts of change asso-

ciated with cladogenesis (Gould and Eldredge 1977). Further-

more, processes governing within-lineage evolution (anagenesis)

may be different from those important in cladogenetic-associated

divergence, and if so, microevolutionary processes shaping evo-

lution within lineages are not relevant for understanding long-

term, large-scale macroevolutionary divergence (Stanley 1979;

Gould 2002).

In a limited way, divergence in Poseidonamicus can be

brought to bear on the distinction between anagenetic and clado-

genetic evolution. Both kinds of evolutionary modes are repre-

sented among the evolutionary transitions studied here: ancestor–

descendant transitions represent within-lineage evolution, and

phylogenetic contrasts capture differences between lineages. In

reality, this distinction is not quite so simple; ancestor–descendant

relationships may be incorrectly inferred, and some of the phylo-

genetic contrasts in the present study likely represent geographic

or temporal variation within lineages. Nevertheless, it is probable

that ancestor–descendant differences are at least mostly anage-

netic, and that phylogenetic contrasts mostly reflect differences

between lineages. Thus, if different processes are responsible

for anagenetic and cladogenetic evolution, then these two kinds

of transitions should have different characteristics. This predic-

tion is not supported in the present study, at least with respect

to the propensity of evolutionary changes to occur in directions

of high phenotypic variance. Both measures of the correspon-

dence between variation and divergence (� and vproj) do not differ

significantly between the two kinds of evolutionary transitions

(ancestor–descendant vs. phylogenetic contrasts). Such similarity

argues for continuity of process between anagenesis and clado-

genesis, and across phenotypic evolution regardless of the scale

of observation.

Summary
1. Evolutionary divergence in the deep-sea ostracode genus Po-

seidonamicus has occurred preferentially in morphological di-

rections of high phenotypic variance.

2. The correspondence between evolution and variation decays

over time such that its effects are much diminished, but not

totally absent after a few million years.

3. Results are consistent with Schluter’s genetic constraints model

in which evolutionary trajectories on the adaptive landscape are

temporarily deflected by trait variances and covariances. An al-

ternative model in which natural selection disproportionately

favors changes in directions of high variance is also plausible,

but may be less applicable for suites of traits that are uncorre-

lated with overall body size such as the geometric morphome-

tric variables in the present study.

4. Ancestor–descendant transitions and phylogenetic contrasts

are similar in preferentially occurring in directions of high phe-

notypic variance. This shared pattern does not support views

in which evolutionary processes operating within populations

are distinct from those responsible for differences between lin-

eages.
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Appendix
In generating the null distribution of the test statistics used in

this study, Knuth’s (1969) algorithm was used to generate random

directions in multivariate space. This method draws a random

vector from a multivariate normal distribution in which all vari-

ables are uncorrelated and equally variable. This vector is then
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Figure A1. Generation of random directions using Knuth’s method and the broken stick distribution. (A) Upper right quadrant for two

traits. The broken stick distribution draws vectors evenly from the line y = 1 – x (solid black line), whereas Knuth’s method draws random

points on a unit circle. Points and dashed grey lines delimit equally spaced angles; equal angular increments are equally spaced on the

unit circle but not on the line corresponding to the broken stick distribution. (B, C) Histograms of the angle between the positive x-axis

and random vectors, generated according to Knuth’s method (B) and the broken stick distribution (C). Note that Knuth’s method produces

the desired uniform distribution of angles, but the broken stick yields too many vectors close to the horizontal and vertical axes, and too

few of intermediate angles.

divided by its magnitude to scale to unit length. Knuth’s method

essentially picks a random point along the circumference of a

unit circle (or, in higher dimensions, along the surface of a unit

spheroid). In contrast, the broken stick distribution—which breaks

a unit length “stick” into two pieces at a randomly chosen cut

point—essentially chooses a random point along the line y = 1 – x

(Fig. A1). These two strategies are not equivalent—equal angular

increments (grey dotted lines) result in equal-sized arcs on the unit

circle, but not equal-sized segments on the broken stick line. Ac-

cordingly, Knuth’s method generates random directions that are

uniformly distributed in the quadrant, whereas the broken stick

method disproportionately favors angles close to the coordinate

axes (Fig. A1).

1576 EVOLUTION JULY 2007


